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ABSTRACT

We consider left truncated family of distributioims which the densities are in their natural formentifying
suitable prior densities we compute Kiefer boundsariance of unbiased estimators of the paramgitrictions involved
in densities. Type Il left censored and doubly ceed samples are taken into consideration. Furtherbounds are shown
to be attained by variances of estimators basedhensample considered. Results are illustratedutiroexamples.

The bounds based on complete and censored samplesmpared.
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Variance Unbiased Estimator, Parametric Functiarjahce Bound
1. INTRODUCTION

The information inequality providing lower bound tire variance of estimators due t@&het- Crandr-Rao is a
land mark in the history of Statistics. In the noagular family of distributions the lower bounds the variance such as
Fréchet- Crarér-Rao bound, Bhattacharayya bounds cannot be @utais the support depends upon the parameter and
the regularity conditions are violated. The boupdsvided by the inequalities due to Chapman andoitsi(1951), Fraser
and Guttman (1952), Hammersley (1950), Kiefer (39%tcze (1976) can be applied in non-regularagitins. Amongst
these bounds only the bound due to Kiefer is kntwime attained by the variance of UMVU Estimatdithe parameted
in a few situations in non-regular distributionBut it is less familiar and hence less applied. @fforts are to find its
more and more applications. Blischke et.al. (198%-€olfeldt (1970), Akahira and Ohyauchi (2007)eexled Kiefer's
results for asymptotic situations. Bartlett (19&Xtended them for parameters of a few more proibalgiistributions.
Jadhav and Prasad (1986-87) extended those for gpamanetric functions in a family of distributiondadhav and
Shanubhogue (2014) provided attainable Kiefer beund left and right truncated distributions aneé thistributions with
both the ends of the support depending on the pateamAll these studies are based either on a saaiple or on a large
sample. But in the situations such as life tesérgeriments these results cannot be suitable.dh situations censored
samples are chosen using various censoring schemesv, we obtain Kiefer bounds on variances ofmeators of

parametric functions based on censored sampleslé&fbtnuncated distributions.
2. KIEFER BOUND IN TYPE Il LEFT CENSORED SAMPLE IN LEFT TRUNCATED FAMILY

We consider a sample in which first (r-1) failua® not observed or are not available. Therefdisewations

from ™ order statistics onwards only are available. hetpgarent population be left truncated r.v. witth o,

i _ q(x) .
f(x,@)——Q(b)_Q(g) ;—o<a<f<x<b<ow (2.1)
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Note thatg(.) is a positive real valued function with integrati@(.) so that (2.1) is quite natural. It can be seen
that the ' order statistic,, is complete sufficient fo.

Let us compute Kiefer bound and assure its attamitieough the ideal estimation equation basedenexglized

difference. We describe the procedure first. Theegalized difference of a probability density fuoat f(x; 6) is defined

as
Df(x;:0) = [ f(x; 6 + h)dGy(h) — [ f(x; 0 + h)dG,(h) (2.2)
where,G,, G, are distribution functions.
Using generalized difference with proper choicgobr distributions Bartlett (1982) writes the id@sstimation
equation as

Apf(x;0) 1 _
FG0)820 — Var(T) T-6) (2.3)

If G,(h) = I;p3(x), we write this as,

Af(x8) 1 _
FG0)A0 — Var(T) T-6) (2.4)

If such an equation exists, it implies that T igfarmly minimum variance unbiased estimator@oWith its

variance attaining its Kiefer bouri€(6) (UMVUKBE). Then we have the following.
Theorem 2.1

The variance of UMVU estimator @f(6) based on minimum observation in left censored $arfipm left
truncated distribution (2.1) attains Kiefer bourithat is, the estimator is minimum variance unbiakéefer bound
estimator (UMVUKBE).

Proof

: _ -0 _ _ 2®)-0(x) i i
For X with p.d.f. (2.1),F(x) = 2)0® and1l — F(x) 0@ the p.d.f. ofX(,,) is given by

9rin (x93 8) = i [F(x) )™ [1 = F(x )" f(x), 0 < x¢y < b 2.9

_ ! [(xn) )@ [ -0(x)) "

e em-gwr 10) QO) < Q(x) < Q) (2.:6)

LetQ(6) = ¢. Then the pdf ok, can be written as

_ iy )-el "t [e-e ()] a(xm)
Irn (x(‘r); ¢) = T 1)) [0(b)-a]" , @< Q(x(r)) < Q(b) (2-7)

For each fixedp € ® = {¢; g,.n(x¢y; @) >0} = (0,Q(b)).
Let®, = {h; (¢ + h) € D} = (—9,Q(b) — ¢) .On subset (@ (b) — @) of
(=9, Q(b) — ). let us define prior distributions as

[n+1](@(1)-¢—h)"dh

G, (h) = = ) e

L0 <h< Q) = 9 G(h) = [gy(W) (2.8)
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A QD) — @) = Ey(R)
= [ hd6y(h)
(b)-
= 322 (2.9)

If ¢ is incremented t® + h, we have,

n[Q(x) )-o=h" "1 [@)=Q(x)]" " a(xr)
(r-D!(n-r)! [Q(b)—p-h]" (2.10)

gr:n(x(r); @+ h) =
and,p + h < Q(x¢)) < Q(b) which implies thad < h < Q(x¢y) — ¢ -
Then we have,

f(p‘p gr:n(x(r); @+ h)dGl (h)

_ nfe®-0(xn)" alxm)in+ 1l o(xey)-e r-1
= e nimniem @ o [0(xn)-¢ —h] "dh

_ me®=0(xen)I" alxy)in+1[0(xiry)-o]”
rin-nted)-Qe)"+1

A1 Grn (x(r); ¢)

_ nexy)-ol Te®-exn)™ alxe) [m+nlelxay)-¢] _ ]
(r-D!m-n!ed)-Q )" r[R(®)-Q(8)]

Using this and (2.6), we get,

A1 9rm(X(); @) __(m+2) [(n+1)[Q(X(T))—¢]—r[Q(b)-(p]:l
Irn(x@); @)81QM)-9)  [Qb)-¢] r[Q(b)-¢]
_ (n-r+1)(n+2) (n+1)Q(x(r))_ Q)
T w9 | ertn e 7 (2.11)

The equation (2.11) is the ideal estimation equatihich implies that

(m+1)Q(xr)) Q)

T(x¢y) = r—y oreD S UMVUE of ¢ = Q(8) with its variance given by
12
Var[T(xey)] = % = K(p), the Kiefer bound on variance of estimatopof
Remark 2.1

If the whole sample is observeY,, = X(;), Kiefer bounds from complete and censored samb@wxide to

[Q(b)-¢]?
n(n+2)

. This is attained by the variance of UMVUE.
Remark 2.2

—op12
{Var[T(X(r))] = % =K(p),r=1 }is an increasing function of r. That is, though ttagiance of the

estimator continues to attain its Kiefer bounchdreases with increase in the number of censorseradtions.
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Remark 2.3
The estimators based on left censored samplesléfitnuncated distributions have larger variances

P-91?

[————[Q(b) — ¢]?] than those based on complete sa e

(n-r+1)(n+2)
Var[T(X(r))] based on left censored sample rn

= >1if r,n> 1.
Var[T(X(l))] based on complete sample n—-r+1

Example 2.1
Let
fx;0)=e 99 <x <
Here,q(x) = e™,Q(x) = —e™*,Q(b =) = 0,Q0(0) = —e~? .F(x) =1—e7?. Here, Kiefer bound on the

variance of u-estimator ef-® based on

i L e~ 20 . A re—20
(i) complete sample m and (ii) censored sample ey 1<r<n.

Example 2.2
Let
fx;0)=(b—-6)"10<x<b

Here,(x) = 1. Q(x) = x. Then, Kiefer bound on the variance of u-estimafof based on

;1<

—0)2 _p12
(i) complete sample % and (ii) censored sample } rib-9] r<n.

n-r+1)(n+2)’
3. KIEFER BOUND FROM DOUBLY CENSORED SAMPLE FROM LE FT TRUNCATED FAMILY

In life testing experiments some initial and lastures are not observed. Thus, we have orderegheditsons, say,

from X, to X ;r < s which is doubly censored sample. Now, we shakhinbiiefer bound based on this sample.
Theorem 3.1

Doubly censored sample on variable having left cated probability density function (pdf) providesMMU

estimator of function of truncation parameter imeal in pdf with its variance attaining Kiefer bound
Proof

Let the pdf of the variable be from left truncafacily as in (2.1). Consider a doubly censored darmpwhich
only the observations fronf rder statistic ¥, to $" order statistic ¥ are observed. Then the likelihood function of thes

observations is as below.
L(x|6) = #én_s), [F ()1 [1 = F(x))1"° T f (xi) (3.1)

Therefore, by factorization theoreiy,. is sufficient statistic fof.The pdf ofx, is given by,
n! r—1 n-r
frn(x0930) = g [Fea)] [1=Fo)]™ f(xm) 0 <xgy <b
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n! [Q(x¢y )-Q(e) 1 n-r
= i Tetr-e@r [0®) ~ QI alen): (3.2)

Equation (3.2) can be written, by puttin@(0) = ¢ as;

n! [Q(xe) )-1™* n-r
Irin (X0 0) = =" [Z((;)_::]n [Q(B) = Q(x¢n)] a(xe) (3.3)

Then, the results follow from (3.3), (2.6) and {2.8

Remark 3.1

The results from type Il left censored and doub§nsored sample in left truncated family of prokiabil

distributions is the same.
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